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Matrices 

Definitions

A matrix 𝐴 of size (𝑚; 𝑛), with 𝑚 rows and 𝑛 columns, is a rectangular array of elements from 𝕂:
•The numbers in the array are called the coefficients of 𝐴.
•The coefficient located at the 𝑖 − 𝑡ℎ row and 𝑗 − 𝑡ℎ column is denoted by 𝑎𝑖𝑗 .

•Such an array is represented as follows:



Matrices 

Example 



Special matrices

Zero Matrix

Square matrices

Example

The coefficients that have the same row and column indices are called the diagonal coefficients.



Lower triangular matrices 

Upper triangular matrices

Special matrices



Special matrices

The identity matrix

The identity matrix is the diagonal matrix in which all the diagonal elements are 
equal to 1. It is denoted as 𝐼𝑛, the identity matrix of order 𝑛.

Example The identity matrix of order 3

Diagonal matrices are square matrices that are both upper triangular and lower triangular at the same 
time. The only nonzero elements are those on the main diagonal.

The Diagonal matrices 



Operations on Matrices

Addition of Matrices

The sum of two matrices 𝐴 and 𝐵, of the same size 𝑚 × 𝑛 , is defined as:

Example



Operations on Matrices

Proposition 

Matrix Addition is Associative

Matrix Addition is Commutative

Multiplication of a Matrix by a Scalar 

Let

Example

If and so 

and



Operations on Matrices

Propositions 



Operations on Matrices

Matrix Multiplication

The product of two matrices is defined only when the number of columns in the first matrix is equal to the number 
of rows in the second matrix.

Let and ,the product is a matrix of size (𝑚, 𝑝) such that 

Example



Operations on Matrices

Pitfalls to Avoid:

 Matrix multiplication is not commutative in general.

Example

 does not imply or

Example



Operations on Matrices

 Associativity

Properties

 Role of Identity Matrices

 Distributivity with respect to addition.

 Compatibility with scalar multiplication.



Power of a Matrix

Operations on Matrices

The power of a matrix refers to the repeated multiplication of a square matrix by itself.

Example



Operations on Matrices

Transpose of a Matrix

The transpose of a matrix is obtained by swapping its rows and columns.

If 𝐴 is a matrix of size 𝑚 × 𝑛, its transpose, denoted as 𝐴𝑇 , is a matrix of size 𝑛 × 𝑚, where:

Proposition



Operations on Matrices

the trace of a matrix 𝐴, denoted as 𝑇𝑟(𝐴), is the sum of the diagonal elements of the matrix.
Formally, if 𝐴 = (𝑎𝑖𝑗) is a square matrix of size 𝑛 × 𝑛 , then:

The trace of a matrix 

Example

If 
then

Proposition



Operations on Matrices

The determinant of a matrix is a scalar value that provides important information about a square matrix. It is used in 
solving linear equations, finding the inverse of a matrix, and determining properties such as whether a matrix is 
invertible.

The determinant of a matrix 

For an 𝑛 × 𝑛 matrix  𝐴 = [𝑎𝑖𝑗] , the determinant is denoted as det(𝐴) or |𝐴|.

1. For a 𝟏 × 𝟏 matrix 𝐴 = [𝑎], the determinant is simply:

2. For a 2 × 2 matrix the determinant is calculated as:

3. For a 3 × 3 matrix the determinant is given by:



Example

Operations on Matrices

The determinant of a matrix 



Inverse of a Matrix

Operations on Matrices

Let 𝐴 be a square matrix of size 𝑛 × 𝑛. If there exists a square matrix 𝐵 of size 𝑛 × 𝑛 such that:

where 𝐼 is the identity matrix, then 𝐴 is called invertible.

Example

Study whether 𝐴 is invertible means examining the existence of a matrix such that                     and 

Let



Operations on Matrices

This equality is equivalent to the system:

⟹ so

Note



The adjoint matrix (or adjugate matrix) of a square matrix 𝐴 is the transpose of its cofactor matrix. It is useful in 
calculating the inverse of a matrix and in other linear algebra applications.

Operations on Matrices

Inverse of a Matrix

The adjoint matrix (or adjugate matrix) 

For an 𝑛 × 𝑛 matrix 𝐴, the adjugate matrix, denoted as 𝑎𝑑𝑗 (𝐴), is given by:

where:
• 𝑪𝒐𝒇(𝑨) is the cofactor matrix, whose elements are the cofactors of 𝐴.
•The cofactor of an element 𝑎𝑖𝑗 is given by:

where 𝑀𝑖𝑗 is the determinant of the minor matrix obtained by deleting the 𝑖 − 𝑡ℎ row and 𝑗 − 𝑡ℎ column from 𝐴.



Operations on Matrices

Inverse of a Matrix

Relation to the Inverse: If 𝐴 is an invertible matrix, then:

The adjoint matrix (or adjugate matrix) 

Example

compute the inverse of matrix  𝐴

compute det(𝐴):



Operations on Matrices

Compute Minors and Cofactors:



Operations on Matrices

Thus, the cofactor matrix is:

we get:

so



A linear transformation is a function that maps vectors from one vector space to another while preserving both vector 
addition and scalar multiplication. Formally, if is a linear transformation, then for any vectors  and 
scalar 𝑐, the following conditions must hold:

Linear Transformations and Eigenvalues

Linear Transformations 



Linear Transformations and Eigenvalues

Linear Transformations 



Linear Transformations and Eigenvalues

Linear Transformations 



Linear Transformations and Eigenvalues

Eigenvalues and Eigenvectors

Eigenvalues and eigenvectors are key concepts in linear algebra, widely used in applications such as data science and 
engineering. They help simplify matrix transformations, making complex systems easier to analyze.
To compute eigenvalues 𝜆, we start with the equation:

Rearranging, we get:

where 𝐼 is the identity matrix.

For non-trivial solutions (i.e., nonzero vectors 𝑣), the determinant must be zero:

This results in a characteristic polynomial in 𝜆 . The values of 𝜆 that satisfy this equation are called the eigenvalues of 𝐴.



Linear Transformations and Eigenvalues

Example

Problem

Solution



Linear Transformations and EigenvaluesLinear Transformations and Eigenvalues

Eigenvalues and Eigenvectors

An eigenvector is a nonzero vector 𝑣 that satisfies the eigenvalue equation for a given eigenvalue 𝜆.
For each eigenvalue 𝜆𝑖 , we determine its corresponding eigenvector 𝑣𝑖 by solving the system:

This system defines the null space of the matrix (𝐴 − 𝜆𝑖𝐼), which allows us to determine the eigenvectors corresponding 
to the eigenvalue 𝜆𝑖.        



Example

Linear Transformations and Eigenvalues

Eigenvalues and Eigenvectors

find the eigenvectors of the matrix  𝐴Problem

Solution To find the eigenvectors of the matrix  
𝐴, we solve for 𝑣 in the equation:

The eigenvalues we found are



Linear Transformations and Eigenvalues

Eigenvalues and Eigenvectors

so



Linear Transformations and Eigenvalues

Diagonalization of Matrices
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Diagonalization of Matrices



Linear Transformations and Eigenvalues

Diagonalization of Matrices




