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INTRODUCTION

The method of Correspondence Analysis is considered one of the most important factorial methods for
data exploration. It is among the most prominent in multidimensional analysis and is widely used in
scientific research and studies, especially in the field of humanities, due to its strong association with
qualitative data analysis. This method resembles Principal Component Analysis (PCA), which is used for

guantitative data analysis, but it specifically examines the relationships between two categorical variables,
whether nominal or ordinal.



Example: The table below shows a group of companies and the evaluation of the characteristics of Visa cards

provided by each company.

Amazon Flipcart Naaptol Snapdeal Loacalbania Total
Ease of Use 56 65 11 8 175
Secure Payment 53 34 174
Special Offers 51 17 224

After-Sales 35 46 165
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In the first step, we need to weight the cases using the
'Weight Cases' option from the 'Data’ menu."

Select the option "Weight cases by", then move the frequency
variable to the box and click OK.

The cases will be weighted, but no visible change will appear in
the data because the process happens in the background.
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1- Move the nominal variable
(Company) to the Row field, and
the nominal variable (Attributes) to
the Column field."

2- Select 'Define Range' and set the
appropriate range. In this case, since there
are 7 companies, the range will be from 1
to7.

"Enter 1 as the minimum value and 7 as
the maximum value, then click 'Update’,

and then 'Continue’.
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1.You can define the number of dimensions in the'solution,
with 2 as the default.

2.Select the distance measure, either using the Chi-square
method or the Euclidean distance method.

3.Specify the normalization method: Row and column means
are removed: This centers both rows and columns. This
method is used in standard correspondence analysis.
4.Choose the Symmetrical method (or any of the other five
available methods). In the Symmetrical method: For each
dimension, the row scores are the weighted averages of the
column scores divided by the corresponding cell value, and the
column scores are the weighted averages of the row scores
divided by the corresponding cell value.

Use this method if you want to examine the differences or
similarities between the categories of the two variables.

5.Click Continue.
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Correspondence Table

the evaluation of the characteristics of Visa cards

Secure After-Sales Competitive
name of companies Ease of Use Payment Special Offers Semice Delivery Time Price Active Margin

Amazon
Flipcart
Myntra
Naaptol
Japong
sSnapdeal
Loacalbania
Active Margin

Table 1: Contingency Table (Cross-tabulation).



Row Profiles

the evaluation of the characteristics of Visa cards

Secure After-Sales Competitive
name of companies | Ease of Use Payment Special Offers Senice Delivery Time Price Active Margin

Amazon
Flipcart
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Table 2: Relative Frequency Table for Rows



Column Profiles

the evaluation of the characteristics of Visa cards

Secure After-Sales Competitive
name of companies | Ease of Use Payment Special Offers Senvice Delivery Time Price Mass

Amazon

Flipcart

Myntra
Maaptol
Japong
Snapdeal
Loacalbania
Active Margin

Table 3: Relative Frequency Table for Columns.



significance level, and we note that the Chi-square value is 269.57 with a significance level of 0.0001, which is less than
the threshold significance level of 0.05. Therefore, we can conclude that the row and column variables are not
independent. In other words, there is a relationship between the companies and the measured attributes.

We also observe in the third column the inertia explained by each principal component, and it is evident that the first
two components together explain 92.3% of the total variance, indicating that the representation is very good.

Summary

Proportion of Inertia Confidence Sin gular Value

Singular Standard
Dimension Value Inertia | Chi Square Sig. Accounted for | Cumulative Deviation

029

a. 30 degrees of freedom

Table 04: The summary table.



From column six, we observe that Amazon contributed 0.052 in forming the first axis, which is 5.2%. Its
contribution to forming the second axis was 0.7%, meaning that its contribution to the first axis was better. The
highest contribution was from Naaptol in the first axis, with a contribution of 58%. Then, Jabong contributed
30% to the second axis, followed by Localbania with a 27% contribution to the second axis.
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a. symmetrical normalization

Table 5: Contribution of Columns in Forming the Axes.



The table shows the percentage contribution of each attribute to the first and second axes.

We observe that After-Sales Service has the highest contribution to the first axis with 56%, while Secure Payment
contributes 51% to the second axis.

It is clear that the attribute After-Sales Service is associated with the company Naaptol, and the attribute Secure
Payment is more prominently linked to the company Snapdeal.
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Table 6: Contribution of Columns in Forming the Axes.
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Row and Column Points
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It is evident that/the attribute After-
Sales Service is associated with the
company Naaptol, while the
attribute Secure Payment is more
strongly present in'the company
Snapdeal
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